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Abstract—Many examples of multi-way or tensor-valued data, such as in climate studies, neuroimaging, chemometrics, and hyperspectral imaging, are structured meaning that variables are associated with locations. Tensor decompositions, or higher-order principal components analysis (HOPCA), are a classical method for dimension reduction and pattern recognition for this multi-way data. In this paper, we introduce novel methods for Functional HOPCA that decompose the tensor data into components that are smooth with respect to the known data structure. Through numerical experiments we demonstrate the comparative advantages of our methods for smooth signal recovery from multi-way data.
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I. INTRODUCTION

Tensor decompositions, sometimes referred to as Higher-Order Principal Components Analysis (HOPCA), are used for dimension reduction, data compression, pattern recognition, exploratory data analysis, and visualization of multi-way data [1]. With the advent of new technologies, multi-way data is becoming more common; and, several examples of this data are structured, meaning that variables along one or more mode are associated with a location. Consider, for example, multi-subject neuroimaging data such as from fMRI, EEG or MEG that can be arranged as a multi-way array of subjects by brain locations by time points; variables along the latter two modes are clearly structured. Thus, factors that are smooth with respect to the data structure would lead to improved signal recovery and more interpretable factors. For matrix data, several have achieved smooth factors in the context of PCA through regularization, an approach termed Functional PCA (FPCA) [2; 3]. Our objective is to develop a framework that extends Functional PCA to decompose a tensor such that one, two, or all factors are smooth with respect to the known structure.

In this paper, we develop several novel approaches to formulating Functional HOPCA that are based on algorithms in the FPCA or tensor decomposition literature: Functional Higher-Order SVD (HOSVD), an extension of the HOSVD algorithm for Tucker decompositions of [4]; Functional Higher-Order Orthogonal Iteration (HOOI), an extension of the HOOI or Tucker-ALS algorithm of [5]; Functional Tucker, an extension of the half-smoothing approaches to FPCA of [3; 6]; Functional CP-ALS, an extension of the CP-ALS algorithm of [7; 8] for functional factors; and finally, the Functional CP-TPA (Tensor Power Algorithm), an optimization-based approach that is an extension of the two-way FPCA method of [6] using the greedy TPA algorithm of [9; 10]. We present a thorough numerical study to compare these approaches and classical tensor decomposition methods; results indicate that some of our methods offer substantial improvements for signal recovery of smooth underlying higher-order factors.

II. FUNCTIONAL HIGHER-ORDER PCA

First, we briefly review notation. Tensors are denoted by $\mathbf{X}$, matrices $\mathbf{X}$, vectors $\mathbf{x}$, and scalars $x$. For simplicity, we will only consider 3-mode tensors in this paper and always denote the mode dimensions as $\mathbf{X}_{n \times p \times q}$; our results can be easily extended to tensors of higher orders. Matricizing or stacking a tensor along a particular mode is denoted as $\mathbf{X}_{(i)}$ which would be of dimension $n \times pq$. We will also employ several types of multiplication: the outer product, $\mathbf{x} \circ \mathbf{y} = \mathbf{x} \mathbf{y}^T$; multiplication along a tensor mode, $\mathbf{X} \times_1 \mathbf{Y}$, denotes regular multiplication along mode one of $\mathbf{X}$; and the Khatri-Rao product $\mathbf{X} \odot \mathbf{Y}$ is the Kronecker product of the columns of $\mathbf{X}$ and $\mathbf{Y}$.

Suppose we observe data, $\mathbf{X} \in \mathbb{R}^{n \times p \times q}$, and assume that this data arises from a low-rank model, either the CANDECOMP / PARAFAC (CP) model [7; 8]: $\mathbf{X} = \sum_{k=1}^{K} d_k \mathbf{u}_k \circ \mathbf{v}_k \circ \mathbf{w}_k + \epsilon$, or the Tucker model [4]: $\mathbf{X} = \mathbf{D} \times_1 \mathbf{U} \times_2 \mathbf{V} \times_3 \mathbf{W} + \epsilon$, where $\mathbf{D}$ is the 3-mode tensor core; in both models, $\epsilon$ denotes i.i.d. additive noise. In addition to the classic CP and Tucker models, we assume that one or more of the factors are smooth with respect to the known data structure. Thus, we assume that variables along one or more modes of $\mathbf{X}$ arise as discretized functional curves, for example, pixels in images or time points. Our goal in this paper is to develop methods to estimate one or more smooth tensor factors. As the case of three-way smooth factors is the most challenging, we will develop our methods assuming data along all three tensor modes arise as discretized functional curves; all other combinations of smooth factors will be special cases of this three-way approach.

Before introducing our methods for Functional HOPCA, we first review methods for Functional PCA with matrix data. There are many approaches to encourage smoothness in matrix factorizations including basis expansions and smoothing splines, reproducing kernel Hilbert spaces, and wavelet decompositions, but by far the most popular approach is a direct method using generalized $\ell_2$ regularization. First introduced
by [2] and latter modified by [3], this method regularizes the original variance maximization PCA criterion:

\[
\begin{align*}
\maximize_{v_k} \ v_k^T X^T X v_k \quad &\text{subject to} \\
&v_k^T v_k + \alpha v_k^T \Omega v_k = 1 \\
&v_k^T v_j + \alpha v_k^T \Omega v_j = 0 \quad \forall \ j < k.
\end{align*}
\]

Here, \(X_{p \times p}\) is the data matrix, \(v_k\) is the \(p\) length \(k^{th}\) FPC factor, \(\alpha \geq 0\) is a regularization parameter controlling the amount of smoothness imposed on \(v\), and \(\Omega > 0\) is a \(p \times p\) matrix that penalizes roughness in \(v\). Examples of \(\Omega\) include the squared second or fourth differences matrix which encourage smoothness by forcing second or fourth adjacent elements in \(v\) to be close to each other in the \(\ell_2\) sense; several other instances of \(\Omega\) matrices that are often application specific and can be used in this context are given in [11]. This FPCA framework also has a desirable interpretation related to smoothing: Letting \(S = (I + \alpha \Omega)^{-1}\) be the smoothing matrix, then the above FPC solution can be obtained by half-smoothing the data, \(X = X S^{1/2}\), taking the SVD, \(X = UDV\), and then half-smoothing the resulting PC factors, \(V = S^{1/2}V\). Later, [6] extended this approach to two-way FPCA assuming both the row and column PC factors are smooth by performing two-way half-smoothing; they also elegantly show the mathematical criteria that is optimized by the two-way half-smoothing procedure.

We are now ready to introduce our first set of methods for Functional HOPCA which are based on the Tucker decomposition model. The two most common algorithms to estimate Tucker models are the Higher-Order SVD (HOSVD) and Higher-Order Orthogonal Iteration (HOOI) or Tucker Alternating Least Squares (ALS) algorithms [4; 5]. Both of these methods proceed by matricizing the tensor along a mode and performing PCA to estimate the Tucker factor for that mode. The HOSVD takes \(U\) as the left singular vectors of \(X_{(1)}\), and takes \(V\) and \(W\) analogously. The HOOI is an iterative procedure that sets \(U\) to the left singular vectors of the matricized, projected tensor, \((X \times_2 V \times_3 W)_{(1)}\), and sets \(V\) and \(W\) analogously, iterating until convergence. To estimate smooth Tucker factors then, one could simply replace the SVD / PCA step in both the HOSVD and HOOI algorithms with Functional PCA for matrix data as described above. This yields our so-called Functional HOSVD and Functional HOOI methods.

Another approach to estimating smooth factors in the Tucker model is to extend the half-smoothing approach of [3; 6]. In particular, one could define a smoothing matrix for each mode, \(S_u, S_v,\) and \(S_w\), and perform our so-called Functional-Tucker method as follows: Half-smooth the tensor, \(\mathcal{X} = X \times_1 S_u^{1/2} \times_2 S_v^{1/2} \times_3 S_w^{1/2}\), take the Tucker decomposition, \(\mathcal{X} = D_{(1)} U \times_2 V \times_3 W\), and then half-smooth each of the Tucker factors, \(U = S_u^{1/2} U, V = S_v^{1/2} V, W = S_w^{1/2} W\). Note that this approach is similar in spirit to the Smoothed Tucker method of [12] which uses B-splines to perform iterative smoothing. While [6] were able to show that two-way half smoothing corresponds to directly optimizing a mathematical criteria, our three-way extension does not. This results from the fact that the Tucker model has a non-diagonal core. Thus, our three methods to estimate Functional HOPCA via Tucker models are algorithmic approaches achieved by extensions of existing tensor algorithms.

We develop another algorithmic approach to Functional HOPCA by extending the commonly used algorithm to estimate the CP decomposition, the CP-ALS algorithm. This method estimates the CP model by iteratively regressing the other factor matrices on the tensor matricized along the mode of interest and then scaling the resulting factor [7; 8]. Since each step is performed by least squares regression, one could simply add a smoothing generalized \(\ell_2\) penalty as described above to the regression problem to achieve smoothness in the tensor factors. Consider, for example, the multi-factor penalty \(\text{tr}(U^T \Omega_u U) + \alpha_u \text{tr}(W^T \Omega_w W)\); then, one could solve the following penalized regression problem to estimate a smooth factor \(U\):

\[
\min_U \| X_{(1)} - U(V \circ W)^T \|^2_F + \alpha_u \text{tr}(U^T \Omega_u U). \tag{1}
\]

Note that the first term of the criterion is the same as that of the CP-ALS algorithm [7; 8]. The solution to this problem is obtained by the following:

**Proposition 1:** The solution to (1) is given by the solution to the following Sylvester equation: \(U(V \circ W)^T (V \circ W) + \alpha_u \Omega_u U = X_{(1)} (V \circ W)\).

Thus, our so-called Functional CP-ALS algorithm proceeds by iteratively solving the above penalized regression problem (or analogous versions for \(V\) and \(W\)), scaling the resulting factors to have column-norm one, and repeating until convergence. While it may seem that this algorithm solves the traditional CP-ALS Frobenius-norm loss with additional penalties on each of the factors, this is not the case due to the scaling step that ensures numerically stable factors. See a discussion in [6] for further details on the analogous result with matrix data.

While we have introduced several new methods for estimating Functional HOPCA, all of these approaches modify existing algorithms and thus, do not directly optimize a unified mathematical objective. Here, we introduce a novel optimization-based method that extends the two-way FPCA methods of [6] to multi-way data and is closely related to the tensor power algorithm of [9; 10]. We consider estimating a rank-one CP model at one in a greedy manner:

\[
\begin{align*}
\minimize_{u,v,w} \quad &\| X - u \circ v \circ w \|^2_F - \| u \|^2_F \| v \|^2_F \| w \|^2_F \\
&+ u^T S_u^{-1} u v^T S_v^{-1} v w^T S_w^{-1} w. \tag{2}
\end{align*}
\]

This criterion is a direct extension of the two-way FPCA objective in [6]. Notice that this problem is tri-convex in the factors, meaning that it is convex in \(u\) with \(v\) and \(w\) fixed and vice versa. Thus, we can consider optimizing (2) one factor at a time. Since the objective is smooth, there exists an analytical solution for each factor as given in Algorithm 1. Additionally, notice that the factor updates are similar to those of the tensor power algorithm (TPA) [9; 10], a higher-order
extension of the power algorithm for computing eigenvalues. Thus, we term this method the Functional CP-TPA.

Algorithm 1 Functional CP-TPA Algorithm

1) Initialize $X = \mathbf{X}$ and norm-one vectors $\mathbf{u}$, $\mathbf{v}$, and $\mathbf{w}$.
2) For $k = 1 \ldots K$
   a) Repeat until converge:
      i) $u_k \leftarrow S_u(X \times_2 v_k \times_1 w_k)$, $v_k \leftarrow S_v(X \times_1 u_k \times_3 w_k)$, $w_k \leftarrow S_w(X \times_4 u_k \times_2 v_k)$.
   b) Scale $u_k$, $v_k$, and $w_k$ to have norm-one.
   c) $d_k \leftarrow X - d_k u_k \times_2 v_k \times_1 w_k$.
   d) $X \leftarrow X - d_k u_k \circ v_k \circ w_k$.

The following result shows that the Functional CP-TPA method indeed solves the unified objective (2):

Proposition 2: The rank-one Functional CP-TPA algorithm converges to a stationary point of (2).

Proof: Taking the gradient of (2) with respect to each factor, we see that the updates in Step 2 a) solve (2) for each factor. Furthermore, since the objective is tri-concave in factor, we see that the updates in Step 2 a) solve (2) for $\alpha$ each factor moderated by the regularization parameter, termine the appropriate amount of smoothing imposed on Sylvester equations respectively. Also, a consideration for eigenvalue decompositions of matricized tensors or solving HOOI and Functional CP-ALS methods may be intractable of solving. Computationally, the Functional CP-TPA offers certain advantages such as guaranteed convergence,

III. NUMERICAL RESULTS

We evaluate the comparative effectiveness of our proposed Functional HOPCA methods through a series of numerical experiments. Three-way data is generated from a rank-one or rank-two CP model: $X = \sum_k d_k u_k \circ v_k \circ w_k + \epsilon$ for $\epsilon \sim i.i.d. N(0,1)$ and signal strength $d_1 = 50$ for $K = 1$ or $d_1, d_2 = [60 \text{ or } 40]$ for $K = 2$. (Note that we simulate from a CP model for comparison purposes as the Tucker model is a special case with diagonal tensor core.) The norm-one signal factors and data-dimensions varying according to seven different scenarios: Data-dimensions are either $100 \times 100 \times 100$ (scenarios I, III, V), $1000 \times 50 \times 50$ (scenarios II, IV, VI), or $5000 \times 50 \times 50$ (scenario VII). Scenarios I - IV and VII consider the case where only $u$ is smooth, with $u$ either a sinusoidal curve (I, II, VII) or a Gaussian pulse (III, IV); $v$ and $w$ are generated as random orthonormal vectors. Scenarios V and VI consider the case where all factors are smooth: $u$ a sinusoidal curve, $v$ a Gaussian pulse, and $w$ a product of two sinusoidal curves of different phases. For the rank-two models, the orthogonal signal to the specified curve (i.e. a cosine curve) was taken as the rank-two factor. Our roughness penalty, $\Omega$ was taken as the squared second differences matrix, as commonly used for smoothing of equi-spaced discretized functional curves [11]. As all of our Functional HOPCA methods have a tuning parameter, $\alpha$, that controls the amount of smoothing, we took $\alpha = n \cdot 0.001$, $0.01$, $0.1$, $1$, $10$ where $n$ is the appropriate data-dimension; results for the best performing value of $\alpha$ are reported for each method.

In Table II, we report comparative results in terms of subspace recovery for six simulation scenarios. We compare the true generating subspace to that estimated by the Tucker decomposition, CP decomposition, and our Functional HOSVD, HOOI, Tucker, CP-ALS, and CP-TPA methods. Mean and median results for 50 replicates are reported for subspace recovery measured by $1 - \cos(\angle(\mathbf{U}, \mathbf{U}^*))$, where $\angle$ denotes the principal angle between $\mathbf{U}$ and $\mathbf{U}^*$; thus, smaller numbers indicate better signal recovery. Results indicate that all functional HOPCA methods offer substantial improvements within the alternating power updates for each CP factor. Thus, this data-driven method for estimating the regularization parameters has the advantage of being able to impose differing amounts of smoothness on the different tensor modes.
over the CP and Tucker decompositions for signal recovery of smooth multi-way factors. Out of our methods, the Functional-Tucker has markedly worse performance, along with the Functional HOSVD in a couple of the simulation scenarios. The Functional HOOI and CP-TPA methods consistently have the best performance across all scenarios. Interestingly, there is often a discrepancy between the mean and median subspace recovery results for the Functional CP-ALS and CP-TPA methods. Inspection of the replicates indicate that a handful of outlying poor results influence the reported mean. These occur as random initializations were used for both methods, and poor starting points can lead to sub-optimal results. As the Functional CP-TPA method solves a mathematical objective, one can simply run this algorithm from different initializations and take the solution yielding the best objective value.

Finally, we compare our proposed methods for Functional HOPCA in terms of computational time. All methods were programmed solely in Matlab and consistent criteria were used to establish convergence. Table I reports the mean run time in seconds over five trials for each of our methods in the indicated simulation scenarios. Recall that the Functional HOOI and CP-TPA methods perform best in terms of subspace recovery; between these, Functional-CP-TPA offers substantially reduced computational time, especially for the high-dimensional scenario VII.

Overall, results demonstrate that our methods, especially the Functional HOOI and Functional CP-TPA methods, are better able to recover smooth underlying tensor factors than competing tensor decomposition methods. We recommend, however, the Functional CP-TPA method as it solves a coherent mathematical objective and is computationally the most efficient method.
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