Two-stage variable selection for molecular prediction of disease
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Abstract—A two-stage predictor strategy is introduced in the context of high dimensional data (large $p$, small $n$). Here the focus application is a medical one: prediction of symptomatic infection given molecular expression levels in blood. The first stage of the two-stage predictor uses the previously introduced method of Predictive Correlation Screening (PCS) to select a subset of genes that are important in the prediction of symptom scores. Selected genes are used in the second stage to learn a predictor for the prediction of symptom scores. Under sampling budget constraints we derive the optimal sample allocation rules to the first and second stages of the two-stage predictor. Superiority of the proposed predictor relative to the well known method of LASSO is shown via experiment.

I. INTRODUCTION

Consider the problem of under-determined multivariate linear regression in which training data $\{Y_i, X_{i1}, \ldots, X_{ip}\}_{i=1}^n$ is given and a linear estimate of the $q$-dimensional response vector $Y_i$, $1 \leq i \leq n < p$, is desired:

$$Y_i = a_1 X_{i1} + \ldots + a_p X_{ip} + \epsilon_i, \quad 1 \leq i \leq n,$$

(1)

where $X_{ij}$ is the $i$th sample of regressor variable (covariate) $X_j$, $Y_i$ is a vector of response variables, $a_j$ is the $q$-dimensional vector of regression coefficients corresponding to $X_j$, $1 \leq i \leq n, 1 \leq j \leq p$, and $\epsilon_i$ is the noise vector. In many applications the number of regressors $p$ is significantly larger than the number of available samples $n$. Such applications arise in gene expression array analysis, text processing of internet documents, combinatorial chemistry, and others [1], [2]. Due to rank deficiency of the normal equations, overfitting errors and high computational cost, learning a linear predictor is difficult in such applications. Recently we introduced a method called Predictive Correlation Screening (PCS) that is specifically designed for selecting a subset of predictive regressors in cases [3]. A generalization of hub screening method of [4], [5], PCS is a highly scalable technique for screening for connected variables in a correlation graph. However, unlike the correlation and partial correlation screening methods [4], [5], PCS screens for connectivity in a bipartite graph between the regressor variables $\{X_1, \ldots, X_p\}$ and the response variables $\{Y_1, \ldots, Y_q\}$. An edge exists in the bipartite graph between regressor variable $j$ and response variable $k$ if the thresholded min-norm regression coefficient matrix $A = [a_1, \ldots, a_p]$ has a non-zero $k_j$ entry. The main idea behind PCS is that when the $j$-th column of this thresholded matrix is identically zero the $j$-th regressor variable is thrown out.

In this paper we provide additional results on the application of the two-stage prediction method to disease prediction, discussed briefly in [3]. The first stage of the two-stage predictor applies PCS to a few samples to select a subset of genes that are important for prediction of symptom scores. Selected genes are then used at the second stage of the two-stage predictor to learn a linear predictor using all of the available samples. The two-stage predictor is motivated by applications where the cost of samples increases with $p$. This is true, for example, in gene microarray experiments: a high throughput “full genome” gene chip with $p = 40,000$ gene probes can be significantly more costly than a smaller assay that tests fewer than $p = 15000$ gene probes (see Fig. 1). In this situation a cost-effective approach would be to use a two-stage procedure: first select a smaller number of variables on a few expensive high throughput samples and then construct the predictor on additional cheaper low throughput samples. The cheaper samples assay only those variables selected in the first stage.

The optimal sample allocation for the first and second stages of the two-stage predictor to minimize the Mean Squared Error (MSE) of the prediction under a sampling budget constraint is obtained. Specifically, we show that under the assumption of sparsity of active regressors (genes), if a total number of $t$ samples are available, it is optimal to allocate only $\Theta(\log t)$ samples to the first stage.

The rest of the paper is organized as follows. Section II briefly describes the PCS method. In Sec. III we describe our two-stage predictor in the context of flu symptom prediction and we specify the optimal sample allocation rule. Finally, Sec. IV presents the experimental results and a comparison with LASSO.
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Fig. 1. Pricing per slide for Agilent Custom Micorarrays G2309F, G2513F, G4503A, G4502A (Feb 2013). The cost increases as a function of probeset size. Source: BMC Genomics and RNA Profiling Core. See also [3].
II. VARIABLE SELECTION VIA PREDICTIVE CORRELATION SCREENING

Assume \( \mathbf{X} = [X_1, \ldots, X_p] \) and \( \mathbf{Y} = [Y_1, \ldots, Y_q] \) are random vectors of regressor and response variables, from which \( n \) observations are available. We represent the \( n \times p \) and \( n \times q \) data matrices as \( \mathbf{X} \) and \( \mathbf{Y} \), respectively.

The \( p \times p \) sample covariance matrix \( \mathbf{S}^x \) for data \( \mathbf{X} \) is defined as:

\[
\mathbf{S}^x = \frac{1}{n-1} \sum_{i=1}^{n} (\mathbf{X}(i) - \mathbf{X})^T (\mathbf{X}(i) - \mathbf{X}),
\]

where \( \mathbf{X}(i) \) is the \( i \)th row of data matrix \( \mathbf{X} \), and \( \mathbf{X} \) is the vector average of all \( n \) rows of \( \mathbf{X} \).

Consider the \( n \times (p + q) \) concatenated matrix \( \mathbf{Z} = [\mathbf{X}, \mathbf{Y}] \). The sample cross covariance matrix \( \mathbf{S}^{xy} \) is defined as the lower left \( q \times p \) block of the \( (p + q) \times (p + q) \) sample covariance matrix obtained by (2) using \( \mathbf{Z} \) as the data matrix instead of \( \mathbf{X} \). Assume that \( p > n \). We define the ordinary least squares (OLS) estimator of \( \mathbf{Y} \) given \( \mathbf{X} \) as the min-norm solution of the underdetermined least squares regression problem

\[
\min_{\mathbf{B}} \| \mathbf{Y}^T - \mathbf{B} \mathbf{X}^T \|^2_F,
\]

where \( \| \mathbf{A} \|_F \) represents the Frobenius norm of matrix \( \mathbf{A} \). The min-norm solution to (3) is the \( q \times p \) matrix of regression coefficients

\[
\mathbf{B} = \mathbf{S}^{xy} (\mathbf{S}^x)^\dagger, \tag{4}
\]

where \( (\mathbf{A})^\dagger \) denotes the Moore-Penrose pseudo-inverse of matrix \( \mathbf{A} \). If the \( i \)th column of \( \mathbf{B} \) is zero then the \( i \)th variable is not included in the OLS estimator. This is the main motivation for the proposed partial correlation screening procedure.

It can be shown that [3]:

\[
\mathbf{B} = (\mathbf{H}^{xy})^T \mathbf{D}, \tag{5}
\]

where \( \mathbf{D} \) is a diagonal matrix with non-zero diagonal entries and \( \mathbf{H}^{xy} = (\mathbf{U}^x)^T \mathbf{U}^y \). \tag{6}

in which \( \mathbf{U}^x \) and \( \mathbf{U}^y \) are \((n-1) \times p \) and \((n-1) \times q \) matrices whose columns lie on the unit sphere in \( \mathbb{R}^{n-1} \). Therefore, screening for non-zero columns of \( \mathbf{B} \) is equivalent to screening for non-zero rows \( \mathbf{H}^{xy} \).

Now for a degree threshold \( 1 \leq \delta \leq q \) and a correlation threshold \( 0 \leq \rho \leq 1 \), define the graph \( \mathcal{G}_\rho(\mathbf{H}^{xy}) \) as the undirected bipartite graph with parts labeled \( \{X_1, \ldots, X_p\} \) in part \( x \) and \( \{Y_1, \ldots, Y_q\} \) in part \( y \) (Fig. 2, see also [3]). For \( 1 \leq i \leq p \) and \( 1 \leq j \leq q \), there is an edge connecting \( X_i \) and \( Y_j \) if \( |h_{ij}^{xy}| \geq \rho \), where \( h_{ij}^{xy} \) is the \((i,j)\)th entry of \( \mathbf{H}^{xy} \). Denote by \( d_i^x \) the degree of vertex \( X_i \) in \( \mathcal{G}_\rho(\mathbf{H}^{xy}) \). For each value \( \delta \in \{1, \ldots, \max_{1 \leq i \leq p} d_i^x \} \), and each \( i, 1 \leq i \leq p \), denote by \( \rho_i(\delta) \) the maximum value of the correlation threshold \( \rho \) for which \( d_i^x \geq \delta \) in \( \mathcal{G}_\rho(\mathbf{H}^{xy}) \). \( \rho_i(\delta) \) is in fact equal to the \( \delta \)th largest value \( |h_{ij}^{xy}|, 1 \leq j \leq q \). \( \rho_i(\delta) \) can be computed using Approximate Nearest Neighbors (ANN) type algorithms [6], [7]. Now for each \( i \) define the modified threshold \( \rho_i^{\text{mod}}(\delta) \) as:

\[
\rho_i^{\text{mod}}(\delta) = w_i \rho_i(\delta), \quad 1 \leq i \leq p, \tag{7}
\]

where \( w_i = D(i)/\sum_{j=1}^{p} D(j) \), in which \( D(i) \) is the \( i \)th diagonal element of the diagonal matrix \( \mathbf{D} \) in the representation (5).

Due to Propositions 1 and 2 in [3], representation (6) of \( \mathbf{H}^{xy} \) allows us to assign approximate \( p \)-values to hubs in the graph \( \mathcal{G}_\rho(\mathbf{H}^{xy}) \) under the null hypothesis of sparse covariance matrices.

Assume \( \mathbf{V}_1 \) and \( \mathbf{V}_2 \) are two independent uniformly distributed vectors on the unit sphere in \( \mathbb{R}^{n-1} \). The quantity \( P_0(\rho) \) is defined as the probability that either \( \|\mathbf{V}_1 - \mathbf{V}_2\| \leq r \) or \( \|\mathbf{V}_1 + \mathbf{V}_2\| \leq r \) for \( r = \sqrt{2(1-\rho)} \). Also let:

\[
\xi_{p,q,n,\delta,\rho} = p \rho^{q/(q-\delta)} P_0(\rho)^{\delta}. \tag{8}
\]

Using definitions above, the approximate \( p \)-value assigned to vertex \( X_i \) for being a hub of degree at least \( \delta \) in \( \mathcal{G}_\rho(\mathbf{H}^{xy}) \) is:

\[
pv_{\delta}(i) \approx 1 - \exp(-\xi_{p,q,n,\delta,\rho^{\text{mod}}(\delta)}). \tag{9}
\]

Finally selecting variables (genes) is performed by thresholding the \( p \)-values assigned to the genes at the desired significance level.

Next we introduce a bound on Family-Wise Error Rate (FWER) of PCS. Consider the following ground truth model:

\[
\mathbf{Y} = \mathbf{a}_i \mathbf{X}_i + \mathbf{a}_{12} \mathbf{X}_{12} + \cdots + \mathbf{a}_{ik} \mathbf{X}_{ik} + \mathbf{\epsilon}, \tag{10}
\]

in which \( \mathbf{\epsilon} \) is a noise vector that is statistically independent of \( \mathbf{X} \). Assume that \( \mathbf{X} \) follows a multivariate normal distribution with mean \( \mathbf{0} \) and covariance matrix \( \mathbf{\Sigma} = [\sigma_{ij}]_{1 \leq i, j \leq p} \) which satisfies the following condition:

\[
\sigma_{ij} = \sigma_{ji} = 0, \quad \forall i \in \{i_1, \ldots, i_k\}, j \not\in \{i_1, \ldots, i_k\}. \tag{11}
\]

Therefore, active (respectively inactive) variables are only correlated with the other active (respectively inactive) variables. Also, we assume that \( \mathbf{\epsilon} \) follows a multivariate normal distribution with mean \( \mathbf{0} \) and covariance matrix \( \mathbf{\sigma}_{I_p \times q} \). The following theorem bounds the probability of selection error for PCS method with \( \delta = 1 \).

**Theorem 1:** Assume that \( k \) is known and we set PCS algorithm to select \( k \) variables with the smallest \( p \)-values. If the number of samples used for PCS is \( \Theta(\log p) \), then PCS selects the true variables \( X_{i_1}, \ldots, X_{i_k} \), with probability greater than \( 1 - q/p \).
Theorem 1 is proven in [3]. Note that the constant involved in the \( \Theta \) above, depends on the coefficient matrix \( \mathbf{A} \).

III. TWO-STAGE SYMPTOM SCORE PREDICTOR

Assume that there are a total of \( t \) samples \( \{\mathbf{Y}_i, \mathbf{X}_i\}_{i=1}^t \) available. We propose the following two-stage predictor for prediction of symptom scores \( \mathbf{Y}_i \) as a function of gene expression levels \( \mathbf{X}_i \).

**Stage 1.** Perform PCS using \( n \leq t \) samples to select a subset of genes that are important in prediction of symptom scores.

**Stage 2.** Use all \( t \) samples to obtain the OLS estimation of symptom scores as a function of selected gene expressions levels.

In stage 1 the predictor assigns the whole genome on \( n \) samples to select a small subset of genes using PCS. To reduce the sampling cost, the second stage subsequently assigns only the selected genes on all available samples to learn the predictor coefficients. We approximate the sampling cost at first and second stages with the quantities \( np \) and \( (t-n)k \), respectively. Therefore, under a sampling budget \( \mu \), the following constraint must be satisfied:

\[
np + (t - n)k \leq \mu.
\]

The following theorem states the optimal sample allocation rule in order to minimize the asymptotic expected MSE of the two-stage predictor as a function of \( n \), as \( t \to \infty \). The assumptions on the data are similar to those of theorem 1.

**Theorem 2:** The sample allocation rule for MSE optimal two-stage predictor introduced above is:

\[
n = \begin{cases} O(\log t), & \text{if } \log t + kt \leq \mu, \\ 0, & \text{otherwise}. \end{cases}
\]

Theorem 2, which is proven in [3], implies that under a generous budget limit \( \mu \), it is optimal to allocate only \( n = O(\log t) \) samples to the first stage. However, if the budget is tight it is better to skip the first stage of the predictor. Figure 3 shows the allocation region as a function of sparsity coefficient \( 1 - \frac{k}{p} \).
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IV. EXPERIMENTAL RESULTS

We illustrate the two-stage predictor on the Predictive Health and Disease dataset to predict the flu symptoms scores as a function of gene expression levels. The data was collected from 37 individuals enrolled in two challenge studies during which some subjects become symptomatically ill with the H3N2 flu virus [8]. For each subject, the gene expression levels and the symptoms were recorded at a large number of time points that include pre-inoculation and post-inoculation sample times. At each time point \( p = 12023 \) gene expression levels and 10 different symptom scores were measured. Each symptom score takes an integer value from 0 to 4, which measures the severity of that symptom at the corresponding time. The goal here is to learn a predictor that can accurately predict the symptom scores of a subject based on his measured gene expression levels. We applied our two-stage predictor to perform this task. The number of predictor variables (genes) selected in the first stage is restricted to 50. Since the symptom scores take integer values the second stage uses multinomial logistic regression instead of the OLS predictor. The performance is evaluated by leave-one-out cross validation. To do this, the data from all except one subject are used as training samples and the data from the remaining subject are used as the test samples. The final MSE is then computed as the average over the 38 different leave-one-out cross validation trials. In each of the experiments 18 out of the 37 subjects of the training set, are used in first stage and all of the 37 subjects are used in the second stage. Table I shows the result of this experiment for two-stage PCS predictor versus two-stage LASSO predictor [9]. We implemented LASSO using an active set type algorithm [10]. Note that, in this experiment, each symptom is considered as a one dimensional response and the two-stage algorithm is applied to each symptom separately. It is notable that the average symptom MSE of the two-stage PCS method performs better than that of LASSO. Furthermore, except for the first two symptoms, PCS performs better in predicting the symptom scores. The inferior performance of LASSO can be attributed to the fact that, unlike PCS, LASSO's stage 1 variable selection is not optimized for variable detection.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>MSE: PCS</th>
<th>MSE: LASSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runny Nose</td>
<td>0.3936</td>
<td>0.3346</td>
</tr>
<tr>
<td>Stuffy Nose</td>
<td>0.5812</td>
<td>0.5145</td>
</tr>
<tr>
<td>Sneezing</td>
<td>0.3662</td>
<td>0.4946</td>
</tr>
<tr>
<td>Sore Throat</td>
<td>0.3026</td>
<td>0.3602</td>
</tr>
<tr>
<td>Earache</td>
<td>0.0761</td>
<td>0.0890</td>
</tr>
<tr>
<td>Malaise</td>
<td>0.3977</td>
<td>0.4840</td>
</tr>
<tr>
<td>Cough</td>
<td>0.2150</td>
<td>0.2793</td>
</tr>
<tr>
<td>Shortness of Breath</td>
<td>0.1074</td>
<td>0.1630</td>
</tr>
<tr>
<td>Headache</td>
<td>0.3299</td>
<td>0.3966</td>
</tr>
<tr>
<td>Myalgia</td>
<td>0.3060</td>
<td>0.3663</td>
</tr>
<tr>
<td>Average for all symptoms</td>
<td>0.3036</td>
<td>0.3482</td>
</tr>
</tbody>
</table>

Table II shows the 50 most frequent genes selected by PCS and LASSO. Note that for each of the 10 symptoms 38 different sets of 50 genes are selected by leaving each subject out. Therefore, the maximum possible frequency for selection of any gene is \( 10 \times 38 = 380 \). It is observable that genes selected by PCS are generally more frequent than genes selected by LASSO. Hence, PCS tends to perform more consistent in selecting genes over different subjects and symptoms.

The 9 genes 'DMPK', 'CLIP3', 'GAPDHS', 'TFCP2L1', 'ANXA2P3', 'RGR', 'KLHL25', 'SRC' and 'C9orf45' are
selected frequently by both methods. These genes are shown with bold font in Table II. Also, Fig. IV shows the heat map of the complete genome over time for a randomly selected subject (subject #25).

V. Conclusion

Using the previously proposed method of Predictive Correlation Screening (PCS) we developed a two-stage predictor of flu symptoms based on measured gene expression levels in the blood. The first stage incorporated the PCS method to select a subset of predictive genes. The second stage performed multinomial logistic regression on the selected genes to learn a predictor of the symptom scores. Experimental results established the advantages of the two-stage PCS predictor compared to the two-stage LASSO predictor.
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