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Sync: An old problem!

Poincare: 1909  Broadcast radio sync

1884 – World Time Conference SAM 2008                        2



Sync: An old problem!
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Sync: An older solved problem?

• ~10K male Southeast Asian fireflies congregate in trees and flash 
in near perfect unison *

Kaempfer, 1680; Kuaramato, 1984; Mirollo-Strogtaz, 1990

– flash every 800 to 1600 
ms

– Sync to within 30 ms 
O l l l i t ti– Only local interaction: 
leaves, limited 
perception  etc. 
flash every ~1s without– flash every ~1s, without  
external stimulus. 

• Knowledge of distributed 
mechanism used to 
synchronize flashes can 
be used to develop better 
ways to synchronize on a
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ways to synchronize on a 
network

Source:  Talk by Dr. John Parmentla, Director for Research and Laboratory Management, US Army, at USMA Network Science Workshop,
on 22 Oct 2007. 

Photo from presentation by: Ibiso Wokoma, Ioannis Liabotis,  Ogngen Prnjat, 
Lionel Sacks, Ian Marshall – University College of London



Sync: An older solved problem?
Source:  Talk by Dr. John Parmentla, Director for Research and Laboratory Management, US Army, at USMA Network Science Workshop,
on 22 Oct 2007

Clock Neurons in the Suprachiasmatic Nucleus (SCN)

E b ll d b i li

on 22 Oct 2007. 

• Eyeball and brain slice

[Reppert & Weaver, 2002]

[Forger & Peskin, 2003]

Gene networks Organs (~10,000 cells) Organism
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Individual neurons are sloppy timekeepers -
but synchronized neurons are precise clocks

Source: Frank Doyle, ICB, University of CA at Santa Barbara



Example

Experiment 
– 3 watches placed next to each other
– Left for 140 days, time recorded each day

Uncorrected Time Time With Frequency Correction
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Source: From a CTA talk by Prof Xiaoli Ma, Georgia Tech;
taken from `The Science of Timekeeping’, HP Application Note 1289





Clock AccuracyClock Accuracy

Accuracy
(PPM)

Power Lifetime with 
AAA battery
1250 mAh

Notes

Watch clock 200 x 10-6 1 micro W 142 yrs Temperature, 
aging

TCXO 6  x 10-6 6 mW 208 hours >1 PPM

MCXO 3 x 10-8 75 mW 17 hours large, aging 
drift

GPS 10-8 -- 10-11 180 mW 7 hours Outdoors, cost

DARPA CSAC 10-11 30 mW
125 mW

42 hours
10 hours

Target
prototype

o

Caveats:
• Battery lifetime depends upon discharge current
• Energy storage depends upon mediumgy g p p
• Drift to temperature, aging must resync
• Resync time ≈ (Tolerable offset) / (relative accuracy) SAM 2008                        8



Motivation
Time-Sync Crucial for

– Target tracking, ranging, localization 
– Distributed MIMO, Collaborative signal processing st buted O, Co abo at e s g a p ocess g
– Data fusion 
– Feedback control
– Network probing and monitoring 
– Cooperative communications
– Energy efficient MAC (e.g., with duty cycling)

Local informationLocal information
– But need to estimate `global’ state

Constraints 
R t i t (b tt i BW)– Resource constraints (batteries, BW)

– Application constraints (timeliness, desired accuracy) 
Robustness

Li k d d f il t i i bl d l– Link and node failures; asymmetric comms; variable delays

Exemplar for distributed inference
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Metrics & Tradeoffs

Accuracy: Worst case (or avg case) pair wise error between one-
hop neighbors. Performance bounds?
Reso rce efficienc The n mber of broadcasts necessar toResource efficiency: The number of broadcasts necessary to 
achieve sync and the rate and frequency of messages that need to 
be exchanged to maintain sync.
Convergence time: The time taken for all nodes (or a highConvergence time: The time taken for all nodes (or a high 
percentage of nodes) to sync to their neighbors.
Fault-tolerance: Robustness to  failure of critical nodes and/or links, 
clock jitter and drift, congestion, mobility.clock jitter and drift, congestion, mobility.
Scalability with network size: Does the sync-error increase with 
size? Does the convergence time increase with the diameter of the 
network? Node density? Clock parameters? y p

Complexity

Impact of variable delays (queue, processing …)
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Some (recent) surveys on synchronization

Lindsey et al, Proc. IEEE, 1985
B i IEEE C M 1998Bregni, IEEE Comm Mag, 1998

Anceaume, Puaut; INRIA, 1998
Sivrikaya, Yener, IEEE Network 2004
Johannessen, IEEE Contr. Sys Mag, 2004
Sundararaman et al AHN 2005Sundararaman et al, AHN, 2005 
Sadler, Swami, MILCOM 2006
Faizulkhakov, PCS, 2007 
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Slot Synchronization 

Motivation: Enabling energy 
conserving duty cycling MAC

ψ ABd

A

lost received
times

OFF ON OFF

– Oscillator drifts and duty 
cycling

• => misalignment of slot 
boundaries

(1 )ABψ θ+
ABΔ

B
times

OFF ON OFF

Transmission from node A to B with loss.
• => loss in throughput

Pair wise slot sync and re-sync

Transmission from node A to B with loss.
B has a slower clock than A (                  )0ABθ >

initg

s
endg

endinit gsg ++=ψ *U s ψ=

– Requires guard times in each 
slot; and re-sync

– Strong correlation between 
• worst case oscillator drift

A

B
0ABθ >

0<ACθ

• worst case oscillator drift
• re-sync period
• slot utilization
• energy consumption

C

No Data Loss Data Loss without re-sync

Transmission from node A to B and A to C
(source: Dr. P. Basu BBN) (C&N CTA) 

SAM 2008                        12



Slot-sync Schemes: Tradeoffs

Dimensions: Sync accuracy, Energy efficiency, Convergence Time,
Fault tolerance, Scalability, Engineering Simplicity

Slot-sync Scheme Advantages Disadvantages

Tree based – BFS Fast convergence after tree computation (can 
be reused or amortized); 

Fault-tolerance hard to achieve in duty-cycle 
mode (tree needs to be recomputed); 

(driven by periodic Heartbeats)
)

Low #local broadcasts for sync maintenance; 
Provably low worst-case sync-error

( p )
If root fails, then re-election is hard; 
Tree maintenance could costs energy

Tree based – BFS
(driven by Link State Updates)

Sync-trees with better properties hence lower 
energy for maintaining sync

Repairs may take a long time because of the 
dependence on LSUs (low frequency)

Root based – MinDelay
(driven by periodic Heartbeats)

Faster convergence because the tree structure 
is only implicit after root election; 
Better fault-tolerance than other tree based 
schemes

Worst-case sync-error may be worse than other 
tree based schemes; 
Also energy consumption (#broadcasts) for 
maintenance may be high

Peer to peer based on No root election or sync-tree computation step Slower convergence than tree-based schemes;Peer-to-peer based on 
aggregation/filtering
(driven by periodic Heartbeats)

No root election or sync tree computation step, 
hence highly fault-tolerant; 
Sync maintenance is very efficient; 
Friendly to network dynamics (join/leave/move); 
Potentially better scaling properties

Slower convergence than tree based schemes; 
Potentially lower accuracy; 
Determining optimal aggregation function 
(median? mean? other?) may be hard

Hybrid (tree-based and Best of both worlds: achieve fast convergence Two phase protocol – hence may be harder to Hybrid (tree based and 
peer-to-peer)

by tree-based protocol followed by fault-tolerant 
maintenance of sync in low-energy mode

analyze and implement

SAM 2008                        13
(source: Dr. P. Basu BBN) (C&N CTA)



Time Sync Protocol Taxonomy

• Broadcast Protocols
RBS    Elson, Girod, Estrin, 2002: Beacon-aided
TPSN Ganeriwal et al 2003 Broadcast with hierarchyTPSN, Ganeriwal  et al, 2003,        Broadcast with hierarchy 

• Distributed Synchronization Protocols
Diffusion-based: Li, Rus, 2004
S ti l thi S li t l 2006Spatial smoothing: Solis et al, 2006
Bio-inspired Hong, Scaglione, 2005 
Average consensus: Xiao, Boyd 2003
Jacobi iterations:      Barooah et al, 2007,
Advection-diffusion Barbarossa, 2008  (here!)

Other taxonomies:
– Single-hop vs. multi-hop
– Server initiated vs. client initiated vs. always-on
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Clock Models

t = “true” time, local node time is T(t)

Clock drift ρ(t) = dT(t) / dt – 1Clock drift   ρ(t) = dT(t) / dt   1

Bounded drift, and clocks not running backward:

| (t)| < 1 < (t)|ρ(t)| < ρo                   - 1 < ρ(t) 

Taylor expansion at the ith node

Ti(t) = αi + βit    +    γit2 + … 

offset skew    models time variations
• Could model skew as AR process 

Time Sync problem: Estimate α, β, γ,  y p β γ
and adjust clock
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Pair-wise synchronization

Estimate relative time offsets
– Exchange time-stamped packets  n

nm
Rn= t + αn + δ mn u

– Mark transmit & receive times  
– Extends to skew estimation 

Sn  = u + αn

t
m

Sm = t + αm

t Rm = u + αm + δ nm

2ζmn = Rn – Sm + Sn – Rm = 2 (αn – αm) + (δ mn - δ nm )
ζmn =  (αn – αm) + ε mn

f f

Use multiple measurements. 
Linear least-squares problem: 

Pair wise sync easy

Same formulation in estimating

Time shifts from 
reference clock

Zero mean error Pair-wise sync easy 
Can easily compute variance

CRB, robust estimators
confidence intervals etcheading, position, skew confidence intervals etc.

Test for drift  β ≠ 0 ? 
SAM 2008                        18



Pair-wise estimation of skew and offset

Node u transmits a pair of packets spaced by ρ

Measurements 

Estimates 

Covariance

E t d t lti l t• Extends to multiple measurements. 
• Usual techniques to deal with NG noise SAM 2008                        20



Example: Localization

SAM 2008                        21[ source Dr. Prabir Barooah, U. Florida (ICB) ]



Example: Motion coordination
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[ source Dr. Prabir Barooah, U. Florida (ICB) ]



Network time synchronization

Relative time-shift 
measurement

ζmn =  (αn – αm) + εmn

Same formulation in
skew-offset estimation 
heading estimationg
position estimation

How to go from pair-wise to network-wide sync?
Incorporate info from `r’ reference nodes?
Additive ambiguity : r > 0 
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Graph Representation 

Relative Measurements
Measurements Graph
Communications Graph

ζm,n = αm – αn + εmn G = (V,E)   
ζ =  A’ αα + + εε

Measurements Offsets        Errors
Edge Vars       Node vars

ζζ = [A= [Auu’ A’ Arr’] [’] [ααuu ααrr] + ] + εε
⇒⇒ L L ααuu = b= b

Estimators:
L = Au P-1Au’ is invertible iff every 

kl d i Gweakly connected component in G 
has a reference node

Optimal estimate computed by FCOptimal estimate computed by FC 
with error-free links from all nodes
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Performance

Covariance of optimal estimator depends on
- distance from reference node (`# hops’)
- structure of the network  

Σ = L-1 L = A P -1 A TΣα = L-1,  L = Au Pε
-1 Au

T

Distributed algorithms 
C ? T ti l ?- Converges? To optimal ?

- Convergence rate 
Robustness to link failures ?- Robustness to link failures ?

- Asymmetric communications ?
- With dynamics in topology ?  y p gy
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Distributed Algorithms: Assumptions

Assumptions
Every weakly connected component 
of G = (V E) has at least oneof G = (V,E) has at least one 
reference node. 
Communication graph Gc = (V,Ec) : 
(u v) in E ⇒ (u v) and/or (v u) in Ec(u,v) in E ⇒ (u,v) and/or (v,u) in Ec

No edge in Ec is directed towards a 
reference node
M t l t dMeasurement errors uncorrelated, 
known variances
At every t, each node may fail with 

b d li k ith bprob q, and every link with prob q.

Jacobi iteration for every node
Convergence?Convergence?
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Convergence Results

Weighted in-degree                

Weighted adjacencyWeighted adjacency

Submatrices of C & D

Iteration:

Fixed point 
exists & is unique ifexists & is unique if 
Lc is invertible
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Convergence Results - 2

Synchronous update, no node/link failures:
M t i L i i tibl iff th i di t d th i G fMatrix Lc is invertible iff there is a directed path in Gc from 

at least one reference node to every non-ref node.

Asynchronous case, with iid failures:
If Gc(t) satisfies AS1; there is a directed path in Ginit from at 

least one ref node to every non ref node; noleast one ref. node to every non-ref node; no 
communication edge in Ginit fails permanently; no edge 
outside Ginit remains active infinitely often. Then the 
algorithm converges a.s.

Proof follows Frommer  & Syzld, On asynchronous iterations, Journal of 
computation & applied math, 2000; also Tsitsiklis and Bertsekas p pp , ;

Barooah, Hespanha, Swami, CDC 2007 SAM 2008                        29



Convergence Results – 3 

There is a penalty in the asymmetric case:There is a penalty in the asymmetric case: 
asymptotic covariances:
Σ (A P 1 A T) 1Σs = (Au Pε

-1 Au
T)-1

Σa = (Au
a Pε

-1 Au
T)-1 (Au

a Pε
-1 Au

aT) (Au
a Pε

-1 Au
T)-T

where Au
a is obtained from Au by setting appropriate 

elements to zeroelements to zero.
(u,e) = 0 if u is a reference node or the comm link e is not directed 
to u. 
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Simulation Results

Link failures p=0.2
No node failures q=0

Estimate is unbiased
Converges rapidly
But with large variance 

compared with 
centralized BLUE
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One link can be worth a lot!

Gs
Ga

0.625 0.375 0.5

s

1 -1
-1 1 -1

-1 1 1
A

0.375 0.625 0.5

0.5 0.5 1

Σs

-1 1

1 -1 1. 0.75 1.25

-1 1 -1
-1 1 1

-1

Aa
0.75 1 1.25

1.25 1.25 2.5

Σa
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Do more measurements help?

G1 G2

Var (G1)    =  [1,  1,  2.5]
Var (G2)    =  [2/3, 2/3, 5.3]

SAM 2008                        33



With dynamic topology changes

Iterations x(t+1) = [ I + Dt]-1 [At + I] x(t) = Ft x(t)
AS1 Ft (i,i) >= a > 0, Ft (i,j) = 0 or in [a,1];  unity row sumst ( , ) , t ( ,j) [ , ]; y
AS2 Graph G(t) = (N, E(t))

Graph (N, Út≤s E(s) ) is strongly connected for all t >= 0 
SAS3 Bounded inter-communication interval or symmetry 

Then the iteration converges to a common valueThen, the iteration converges to a common value 

AS4. Bounded  delays 
AS5 With positive probability, some updates do not occur

Then asymptotic consensus is achieved

SAM 2008                        34

Then, asymptotic consensus is achieved 
Bondel et al (CDC 2005) / Tsitsiklis 1984:
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Recursive Jacobi Algorithm 

But Nodes can obtain `new measurements’ during the iterations.

• Avg relative offset with node νAvg. relative offset with node ν

• Update estimate wrt node ν

• Overall updated estimate

• In matrix form, for all nodes

SAM 2008                        37Barooah & Swami: MILCOM 2008 (submitted)



RJA – Convergence Results

M = diag (Lb)

3) The spectra gap, assuming weak connectivity, is: 

SAM 2008                        38Barooah & Swami : Milcom 2008 (submitted)



RJA – Simulation Example
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RJA – Simulation Example (2)
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RJA – Simulation Example (3)
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Convergence for grid graphs
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Summary

• Studied convergence of distributed (consensus) 
algorithms with asynchronous updates iid failures andalgorithms with asynchronous updates, iid failures, and 
asymmetric links.

• There is a performance penalty in the asymmetric case
• Variations on consensus algorithms to incorporate new 

measurements 
Addi t b h f l• Adding measurements may be harmful:

Collaborative decision on which  measurements 
should be addedshould be added
Appropriate protocols 

When reference nodes disagree? 
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Anna Scaglione’s Sync Video

The video clip was created by Prof. Anna Scaglione
(Cornell / UC-Davis) and her group; see:  
http://www youtube com/watch?v=5F7Qhdf9ZJg
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http://www.youtube.com/watch?v=5F7Qhdf9ZJg 



Questions?Questions?
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